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Motivation and Scope

are not a new problem. They are modifications made for malicious intent, most often suspected to be performed at
Hardware the production stage of Printed Circuit Boards (PCBs) before they are shipped to consumers. Attacks through hardware

TROJANS trojans often involve Limited Performance Data Leakage and Denial of Service hence PCB
analysis is needed by operators of critical systems, such as the military, to ensure security.
Current PCB analysis is needed, but current techniques are largely Current Current OD techniques [1, 2, 3, 4] o
manual, thus labour-intensive, time-consuming, and costly. for PCBs either use large labelled o
ANALYSIS - _ . . . oD : O
) Object detection (OD) is a promising method of _ datasets or are not fully automatic O
Techniques  ,tomation for visual inspection. Techniques  yyring their usage. -
ol
Our Research To find out if alternative methods can improve data-efficient object detection of :
Objective components on PCBs. | -
Above: Example ground-truth labels of small sections of two PCBs in the
1. The proposed pipeline YOLO-ResNet-Cluster would improve the classification accuracy of the base YOLO model. validation set, illustrating the correct boxes and labels that we aim for a model to
Hypotheses 2. The proposed pipeline SAM-ResNet[N]-Cluster would increase the recall of the pipeline to near 100%, though its predict accurately. These also illustrate the high intra-class variance for the
o ) ) _ _ ) “Inductor”, “Other” and “Capacitor” classes, which is a key challenge in this
precision would fall despite selection of objects with ResNet and clustering. specific OD task.

Methodology

We propose two novel pipelines, which, while they work rather differently (see pipeline Part A's), share a similar flow at the clustering stage (see which IS shared between and E).

Pipeline 1: YOLO-ResNet-Cluster (Part A)

(Below: YOLO's pred classes)
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Results and Discussion

m Datasets and Model Training n

Total: 32 PCBimages Split: 26 Train¥ 6 \Validation (Val)

_ ) Quantitative results of each pipeline on validation set, for each train set Metrics
5 Classes (listed below) S  Train-S (Train-Small subset) Datasets Full dataset (26 train) ~ Reduced dataset (5 train) Precision = —_True Positives__
YOLOV8xX Dat_as_et: Bour?dlng boxgs with classes, sliding window Method p R F1 Cls P R  Fl Cls o
Training: “Train” or “Train-S”, 60 and 157 epochs Recall = 4 positives ¥ False Negatives
Class distribution of the dataset for training the YOLO model. YOLO 0.592 0.492 0.537 0.659 0.760 0.448 0.564 0.722
B Capacitor : - - F1 Score =— - 1
Train B Resistor YOLO_ResNet_Cluster 0‘847 0_825 Precision | Recall
Chip
W Inductor SAM-ResNet[N]-Cluster = 0.202 0.613 0.304 0.802 0.264 0.613 0.369  0.782  class accuracy (cts) = £2rrectclass Jor T7 Doxes
=  Train-S B Other j | |
g YOLO-ResNet-Cluster: SAM-ResNet[N]-Cluster:
- * Successfully improved classification accuracy from YOLO * Higher recall, but extremely poor precision
* [rregularity: * Ignoring information about the object’s size seems to result
0 500 1000 1500 2000 2500 o YOLO F1 score and classification accuracy increased In many non-objects looking like objects even to a human
ResNet-50 Dataset: Cropped objects (+ SAM noise for ResNet[N]) despite reduction in data. Possible reasons: after processing
Training: “Train” or “Train-S”, 100 epochs, le-4 = Reduced dataset happened to be very representative  ‘Reflect’ padding could highlight unwanted edge features
learning rate. Total 4 fine-tuned ResNet models. ® |ncorrect training hyperparameters « Could be improved through better image processing

Class distribution of the dataset for training the ResNet models.

m Copectr Conclusion

Train

[l E:Tctur In summary, we propose two novel pipelines for data-efficient detection of PCB components. The former focuses on enhancing an
s frans : oner existing model’s performance on a small training dataset and succeeds, while the latter focuses heavily on high recall and working
" with even less training data. Both seek to exploit the similarity in appearance between PCB components to enhance performance.
We hope that our proposition of using clustering in object detection leads to further research of its use for data-efficient methods,
0 500 1000 1500 2000 2500 even beyond the application of automatic hardware trojan detection on PCBs.
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